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Abstract

Organic solvents such as methanol, acetone, dichloromethane or toluene are frequently used in the pharmaceutical industry. The manufac-
turing of new active pharmaceutical ingredients (APIs) under GMP conditions commands to control adequately the quality of the different
ingredients happening in the synthesis. Organic solvents have therefore to be controlled and their purity has to be determined before any GMP
synthesis.

ethanol and
t allows the
s ionitrile was
u

od
w e
i e method,
w precisi
a ith a good
a
©

K

1

d
p
q
e
o
m
c
h

eir

tion
que
liter-
er in

P) or
-
t are
drug
ds are
t are
ent.
used

0
d

A selective gas chromatography (GC) method has been developed to determine the purity of acetone, dichloromethane, m
oluene. Using this method, the main contaminants of each organic solvent can be quantified. Moreover, the developed method
imultaneous determination of ethanol, isopropanol, chloroform, benzene, acetone, dichloromethane, methanol and toluene. Prop
sed as the internal standard.
The separation was obtained on a CP-SIL 8-CB low bleed/MS column (60 m× 0.32 mm i.d.× 1.0�m coating thickness). The GC meth

as fully validated using a new approach based on the accuracy profile as a decision tool. The determination of�-expectation toleranc
ntervals for the estimation of total error – including both bias and precision – is used to better reflect the actual performances of th
hich is definitively the objective of the validation. The different validation criteria such as selectivity, response function, trueness,on,
ccuracy, linearity or limits of detection and quantification were considered. The method was found to be able to quantitate w
ccuracy impurities around the 0.1% (v/v) concentration level for the different solvents.
2005 Elsevier B.V. All rights reserved.
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. Introduction

Organic solvents such as methanol, acetone,
ichloromethane or toluene are frequently used in the
harmaceutical industry. These organic solvents are fre-
uently used in chemistry either as reaction solvent or for
xtraction or crystallisation processes. The manufacturing
f new active pharmaceutical ingredients (APIs) under good
anufacturing practices (GMP) conditions commands to

ontrol adequately the quality of the different ingredients
appening in the synthesis and, as solvents are part of

∗ Corresponding author. Tel.: +32 10 47 63 10; fax: +32 10 47 63 86.
E-mail address: ceccatoattilio@lilly.com (A. Ceccato).

the synthesis, it is of prime importance to control th
purity.

Gas chromatography (GC) coupled to flame ioniza
detection (FID) is obviously the most common techni
for analysing organic solvents. There is an abundant
ature concerning the analysis of organic solvents, eith
GC or in head-space gas chromatography (HS-GC)[1–10]
and some methods are described in United States (US
European (EP) pharmacopoeias[11,12]. However, the meth
ods mentioned in the USP and EP were methods tha
dedicated to the determination of residual solvents in
substances, excipients or drug products. These metho
selective towards a wide range of organic solvents bu
not intended to the determination of purity of one solv
Indeed, the selectivity of these methods is essentially foc

731-7085/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
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on the ability of the method to separate the different sol-
vents used in pharmaceutical industry. However, when the
quality of one solvent has to be evaluated, the monographs
in pharmacopoeias report some specific method for a given
solvent[13,14]. It is therefore very time-consuming to eval-
uate the purity of different solvents using different methods.
Indeed, in a production plant, the quality control of solvents
is a repetitive task since the different batches supplied by the
manufacturer have to be analysed and since the consumption
of these products is often very important.

The first objective of this work was to develop one simple
GC method for the evaluation of purity of four main solvents,
i.e. methanol, acetone, dichloromethane and toluene. The
developed method should ideally be able to determine with a
suitable accuracy impurity around the 0.05% (v/v) concentra-
tion level. This method allows the simultaneous determina-
tion of the considered solvents but also of the main impurities
of each solvent. Methanol, ethanol, methyl ethyl ketone
(MEK), isopropanol are the main impurities that should be
evaluated in acetone; ethanol, acetone, isopropanol and MEK
should be researched in methanol; ethanol, methanol and
chloroform are the main impurities of dichloromethane and
benzene should be limited in toluene. Acetone, methanol,
ethanol, dichloromethane, chloroform, toluene, benzene,
isopropanol and MEK were therefore considered in this
study.
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2. Experimental

2.1. Chemicals

Acetone, benzene, chloroform, dichloromethane, ethanol,
methyl ethyl ketone (MEK), isopropanol, methanol, toluene
were all for gas chromatography grade from Merck (Darm-
stadt, Germany). Ethyl acetate was used as solvent and was
also for gas chromatography grade from Merck. Propionitrile
(99% for gas chromatography grade) was used as internal
standard and was supplied by Acros (Geel, Belgium).

2.2. Apparatus

The GC system consisted in a Model 6890N Series gas
chromatograph equipped with a an autosampler from Agi-
lent Technologies (Palo Alto, CA, USA). The detection was
performed by means of a flame ionization detector (FID).

A PC Compaq Evo GX1 (Round Rock, TX, USA)
equipped with Empower Pro 5.0 version software from
Waters (Milford, MA, USA) was used to control the GC
system and to collect and treat the data. The enoval® soft-
ware (Arlenda, Lìege, Belgium) was used to determine the
accuracy profiles and other validation criteria.
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Another objective of the work consists in validat
dequately the developed method. Since the contr

he solvent needs to quantify low amounts of impurit
he validation of the method was investigated in a
oncentration range, from 0.01 to 2.0% (v/v). The valida
as performed according to the new strategy propose
ubert et al.[15,16]. This validation strategy consists

wo steps. The first step, called pre-validation step, con
n selecting the most suitable calibration model using
ccuracy profile as a selection tool[15,16]. The second ste
orresponding to the validation itself, consists in testing
ethod selectivity and the assessment of precision, tru
nd accuracy[15,17] at different concentration levels a

n determining the limits of quantitation and the meth
inearity[15,18]. The calibration model selected consiste
linear regression using one concentration level. The re
tandard deviation (R.S.D.) values for repeatability and i
ediate precision were less than 5% for the different solv

tudied, except for MEK, ethanol and isopropanol for wh
.S.D. values for intermediate precision were 6.8, 8.8
0.3%, respectively. Moreover the method was found t
ccurate over the 0.05–2.0% (v/v) calibration range fo
ine solvents since the 95%�-expectation tolerance interv
f the relative error did not exceed the acceptance limi
10% and +10%. The LOQ was found to be around 0.

or all solvents evaluated, except for benzene and tol
or which LOQs were found to be 0.01% (v/v). Fina
he method reported was successfully used to per
he evaluation of acetone, methanol, dichloromethane
oluene.
.3. Chromatographic technique

The chromatographic experiments were carried out u
CP-SIL 8-CB Low Bleed/MS column (60 m× 0.32 mm

.d.) coated with 1.0�m thickness film of 5% phenyl an
5% dimethylpolysiloxane from Varian Inc. (Palo Alto, C
SA). A second column with the same stationary phase
ifferent dimensions (CP SIL 8-CB, 30 m× 0.32 mmi.d.with
.0�m thickness) was also used in the development o
ethod. The GC was operated under the following co

ions: carrier gas was Helium; the inlet pressure was s
0.0 psi; the injector and detector temperatures were s
80 and 320◦C, respectively. A 0.2�l volume was injecte
sing the split mode (ratio 1:50). The column temperature
rogrammed at 35◦C for 10 min, and then raised to 120◦C
t a rate of 40◦C min−1. The 120◦C temperature was ke
onstant for 8 min and then was raised to 300◦C at a rate o
0◦C min−1.

.4. Standard solutions

.4.1. Solutions used for method development
Solutions of each solvent were prepared independ

y dissolving the appropriate amount of each compo
n ethyl acetate in order to obtain a final concentratio
.0% (v/v) (1000�l/100 ml). A solution containing all so
ents and propionitrile (IS) was also prepared in ethyl ac
n order to achieve a final concentration of 1.0% (v/v)
ach compound to demonstrate the global selectivity o
ethod.
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2.4.2. Solutions used for method validation
A mixed solution containing the nine solvents studied was

prepared by diluting stock solutions with ethyl acetate to
reach a concentration of 4.0% (v/v) for each compound.

This solution was then diluted adequately and added with
suitable amount of IS to obtain solutions ranging from 0.01
to 2.0% (v/v) (10–2000�l/100 ml) for each solvent. The final
concentration of IS is fixed to 0.1% (v/v).

2.4.3. Standard solutions for routine analysis
Dilute 1.0 ml of impurity to 100 ml with ethyl acetate. Two

milliliters of this solution is then added to 2.0 ml of internal
solution (1 ml/100 ml of IS in ethyl acetate) and diluted to
20 ml with ethyl acetate. This solution corresponds to 0.10%
(v/v) concentration for the impurity.

2.5. Sample preparation

The sample solution is prepared by diluting 2.0 ml of inter-
nal standard solution (1000�l/100 ml of IS in the sample to
analyze) to 20 ml using the solvent to analyze.

2.6. Routine analysis

The developed GC method was used to control the purity
p ts:
m

3

3

f the
n xper-

iments were performed on the 30 m CP SIL 8-CB column
using the temperature conditions as described above, a 1.0�l
injection volume and a split ratio of 1:20. In these condi-
tions, the separations obtained on one hand between chlo-
roform and ethyl acetate, and on the other hand, between
acetone and isopropanol were not satisfactory. The resolu-
tion between chloroform and ethylacetate was found to be
1.2. By increasing the column length, a better separation was
obtained between ethyl acetate and chloroform and the reso-
lution between these peaks was increased to 3.5. To improve
the separation between isopropanol and acetone, the param-
eter that was investigated is related to the injection of the
sample. Indeed, as isopropanol is a potential impurity of ace-
tone, the difference of concentration of both compounds may
cause a problem for quantifying low amounts of isopropanol
in acetone. By modifying the split ratio of the injection mode,
it was possible to increase the resolution between these two
compounds. The injection volume was reduced from 1.0 to
0.2�l and the split ratio was set to 1:50 instead of 1:20,
allowing the resolution between acetone and isopropanol to
increase from 0.34 to 1.05. The complete separation of all
solvents is illustrated inFig. 1.

3.2. Validation
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rofile of different batches of the four following solven
ethanol, acetone, dichloromethane and toluene.

. Results and discussion

.1. Selection of the GC conditions

The GC method for the simultaneous determination o
ine solvents considered was investigated. The first e

ig. 1. Chromatographic separation of all compounds investigated: (1)
7) MEK; (8) ethyl acetate; (9) chloroform; (10) benzene; (11) toluene×)
.2.1. Prevalidation step
The response function of an analytical procedure is a

mportant criteria that must be considered in the valida
f the method since it corresponds to the assessment
elationship between the response (i.e. the chromatogr
ignal) and the concentration (amount) of the analyte in
ample system[15,18–23]. The approach based on two-sid
5%�-expectation tolerance intervals[15,24]for total mea
urement error – including bias and precision – was
n order to select the most appropriate response func

nol; (2) ethanol; (3) acetone; (4) isopropanol; (5) dichloromethane; (6) propionitrile;
enous compound from ethyl acetate.
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This approach reflects more truly the performance of future
individual assays and reduces the risk of rejecting in-study
runs.

The validation of the analytical method was conducted on
the different compounds mentioned in the study. However,
in order to keep this article as clear as possible, the selection
of the suitable calibration model is described only for one
compound. Benzene is selected as an example but the
same investigations were conducted for acetone, ethanol,
methanol, dichloromethane, MEK, isopropanol, toluene
and chloroform. The numbers of concentration levels is
three for the calibration standards and five for the validation
standards. The calibration standards are used to set up the
calibration model and the validation standards are used to
estimate the precision, trueness and accuracy of the method.
Four series (k = 4) with three concentrations levels (0.01–0.1
and 2.0%;n = 3) and three repetitions per level were per-
formed over the concentration range from 0.01 to 2.0% (or
10–2000�l/100 ml) to generate the data used for the calibra-
tion model while four series with five concentrations levels
(ranging from 0.01 to 0.05, 0.1 to 1.0 and 2.0%) and three
repetitions per level were performed to estimate the avail-
ability of the model proposed. These validation experiments
(preparation and analyses) were performed by two different
operators.

Fig. 2 illustrates the different accuracy profiles obtained
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If the�-expectation tolerance interval stays within the pre-
defined 10% acceptance criteria, the corresponding regres-
sion model can be used since it guarantees that the method
will be able to give a result within the�-expectation toler-
ance interval 95 times out of 100 experiments. Considering
the objective of the present method, i.e. the determination
of impurities, it is reasonable to set the acceptance limit to
10%. Regarding the accuracy profiles obtained for benzene,
all the calibration models can be used. The analysis of the
accuracy profiles of all other solvents was performed using
the same approach and among the different possibilities, the
linear regression through zero using one concentration level
(level 3 = 0.1%, v/v) was selected for all compounds consid-
ered in this study since it represents the simplest regression
model, even if, in some cases, some other models could also
be used. The main advantage of this model consists in its
very simple use since it allows the quantification of unknown
samples using a single standard solution as reference. It is
important to note that the objective of the method was to
allow the determination of a 0.1% and ideally a 0.05% (v/v)
impurity concentration since the acceptance criterion for the
conformity of the solvent is fixed to 99.5% of purity (not
more than 0.5%, v/v, for total impurities). This is the reason
why the standard concentration level selected corresponds to
the 0.1% level. Moreover, even if the concentration ranged
investigated is larger than needed, it is still interesting to dis-
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T /v) calib
y analysing the validation experiments with differ
egression models such as linear regression, weig
inear regression, quadratic regression, weighted quad
egression, linear regression after square root transform
eighted linear regression after square root transforma

inear regression after logarithm transformation, weig
inear regression after logarithm transformation, lin
egression through 0 fitted using the highest level
2.0%, v/v) and linear regression through 0 fitted us
he level 3 only (0.1%, v/v). The selection of the m
uitable model is made using the accuracy profile[15]. The
ccuracy profile is used as a tool to decide the capabili

he method to give results inside the acceptance limits
ccuracy profile is obtained by linking on one hand the lo
ounds and on the other hand the upper bounds of th�-
xpectation tolerance limits calculated at each concentr

evel.

able 1
esponse functions

ompound Series 1 Series 2

cetone 7.81 7.74
enzene 19.57 19.43
hloroform 2.83 2.36
ichloromethane 3.76 3.82
thanol 7.43 7.41

sopropanol 8.19 8.16
ethanol 4.91 4.91
EK 10.14 10.05

oluene 19.05 19.15

he linear through zero using one single concentration level (0.1%, v
ose of a method with a wider concentration range, gi
ossible the analysis of sample containing higher amo
f impurities than expected. Moreover, in the present ca
as also interesting to illustrate that a relatively wide con

ration range (20×) can be covered using a single stand
oncentration level situated relatively low in the concen
ion range.

.3. Stability

The stability of the different solutions was investiga
ver 24 h at room temperature (22± 2◦C). The determina
ion of the different solvents and IS were performed at
eginning and at the end of the storage period. The re
btained were all comprised between 98 and 102% of th

ial value. No significant degradation of any solvents stu
nd internal standard was observed.

Series 3 Series 4 Mean

7.85 7.66 7.76 0
19.63 19.39 19.51 0
2.38 2.34 2.48 0.
3.83 3.83 3.81 0

7.34 7.20 7.34 0
8.13 8.04 8.13 0
4.95 4.77 4.88 0

10.00 10.05 10.06 0.
19.39 19.11 19.18 0

ration model was selected (Y = bX).
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Fig. 2. Accuracy profiles obtained from Enoval® with different calibration models for the benzene compound: (a) weighted linear regression; (b) quadratic regression; (c) weighted quadratic regression; (d)
linear regression after square root transformation; (e) weighted linear regression after square root transformation; (f) linear regression; (g) weighted linear regression after logarithm transformation; (h) linear
regression through 0 fitted using the highest level only; (i) linear regression after logarithm transformation; (j) linear regression through 0 fitted using the level 3 only.
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3.4. Selectivity

The selectivity of the method is clearly demonstrated in
Fig. 1 that illustrates the complete separation of the main
solvents considered in this work and their corresponding con-
taminants. All solvents are well separated. It should also be
noted that two endogenous peaks coming from ethyl acetate,
which was used as a dilution solvent, were observed at about

16 and 17.5 min but were not interfering with compounds of
interest.

3.5. Response function

As previously mentioned under the pre-validation step, the
linear regression using a single concentration level model was
used. Four series (k = 4) with the only 0.1% (v/v) concentra-

Table 2
Trueness and precision

Compound Concentration (�l/100 ml) Relative bias (%) Repeatability (%) Intermediate precision (%)

Acetone 10 −7.7 4.3 4.3
50 −0.4 1.1 1.1

100 0.0 0.7 0.8
1000 0.8 0.5 0.7
2000 1.2 0.5 0.6

Benzene 10 1.2 1.3 1.5
50 0.2 0.4 0.5

100 −0.3 0.4 0.6
1000 −0.9 0.4 0.4
2000 −0.8 0.4 0.4

Chloroform 10 19.3 1.5 1.5
50 −1.3 4.7 4.7

100 0.2 1.8 2.0
.6
.9
.3

D 1.0
4
2
.0
.2

E

I

M

M

T

1000 0
2000 0

10 19

ichloromethane 10 1
50 −0.

100 −0.
1000 0
2000 0
thanol 10 10.4
50 1.2

100 0.4
1000 0.7
2000 1.2

sopropanol 10 24.3
50 1.0

100 −0.4
1000 −1.0
2000 −0.8

ethanol 10 −13.3
50 0.0

100 0.4
1000 2.7
2000 3.6

ethyl ethyl ketone 10 5.1
50 0.6

100 −0.3
1000 −0.6
2000 −0.4

oluene 10 0.5
50 0.1

100 −0.1
1000 −0.9
2000 −0.9
0.4 0.7
0.4 0.5
1.5 1.5

1.5 2.5
1.9 2.7
1.6 1.9
0.5 1.0
0.5 1.2
1.5 8.8
2.0 2.1
0.8 0.9
0.5 1.3
0.5 1.1

4.3 10.3
1.1 1.7
0.9 0.9
0.4 0.8
0.4 0.7

1.1 1.1
1.2 2.9
1.3 2.3
0.5 1.4
0.5 1.3

4.3 6.8
1.2 1.2
0.6 0.7
0.4 0.7
0.4 0.7

2.9 3.3
0.6 0.8
0.3 0.4
0.4 0.4
0.4 0.5
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tions level and three repetitions at this level were performed.
One equation was obtained for each series and the average
equation for each compound was calculated (Table 1).

3.6. Trueness

Trueness refers to the closeness of agreement between
the mean value obtained from a series of measurements and
the conventionally accepted value or reference value[15]. It

gives information on systematic error. Trueness is expressed
in terms of relative bias (%). It was assessed using valida-
tion standards at five concentration levels, ranging from 10
to 2000�l/100 ml, corresponding to concentration ranging
from 0.01 to 2.0% (k = 4, n = 5). Three independent valida-
tion standard solutions were injected for each concentration
level. As can be shown inTable 2, the proposed method can be
considered as true since the bias did not exceed the values of
10% irrespective to the concentration level for toluene, ben-

F
(

ig. 3. Accuracy profiles of benzene and ethanol obtained from Enoval® using the
a) accuracy profile of benzene; (b) accuracy profile of ethanol.
linear regression model with one concentration level (level 3 = 0.1%, v/v):
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zene, acetone and MEK. However, the relative bias observed
for chloroform, dichloromethane, isopropanol, methanol and
ethanol at the 0.01% (v/v) level are higher than the desired
10% limit, illustrating the importance of the systematic error
at the lowest concentration level.

3.7. Precision

The precision of the analytical method expresses the close-
ness of agreement between a series of measurements obtained

from multiple sampling of the same homogeneous sample
under prescribed conditions. It gives information on the ran-
dom error[15]. The precision was estimated by measuring
repeatability and intermediate precision for the different com-
pounds at different concentration levels ranging from 10 to
2000�l/100 ml (0.01–2.0%, v/v). The variance of repeatabil-
ity and intermediate precision as well as the corresponding
relative standard deviation (R.S.D. (%)) were calculated from
the estimated concentrations. The R.S.D. values presented
in Table 2were relatively low, and generally less than 5%,

Table 3
Accuracy

Compound Concentrated (�l/100 ml) �-Expectation limit (�l/100 ml) Relative�-expectation limit (%) Risk (%)

Acetone 10 8.2–10.2 −17.64 to 2.23 45.2
50 48.5–51.10 −2.93 to 2.21 2.9× 10−5

100 98.0–102.0 −1.99 to 1.98 2.9× 10−5

1000 989.6–1026 −1.04 to 2.64 2.9× 10−5

2000 1995–2051 −0.23 to 2.57 2.9× 10−5

Benzene 10 9.8–10.5 −2.18 to 4.64 1.7× 10−3

50 49.5–50.8 −1.07 to 1.57 2.9× 10−3

100 98.1–101.2 −1.93 to 1.24 2.9× 10−3

1000 982.6–999.7 −1.74 to−0.03 2.9× 10−3

2000 1966–2002 −1.69 to 0.09 2.9× 10−3

Chloroform 10 11.6–12.23 15.92 to 22.67 100.0
50 43.9–54.8 −12.18 to 9.66 12.0

5.0
025
041

D 1.8
.3
4.4

031
076

E 4.1
.01
2.5

I

M

M

T

100 95.3–10
1000 988.2–1
2000 1994–2

ichloromethane 10 10.4–1
50 46.3–53

100 95.2–10
1000 971.0–1
2000 1932–2

thanol 10 8.0–1
50 48.2–53

100 98.3–10

1000 966.2–1048
2000 1953–2095

sopropanol 10 9.2–15.7
50 48.3–52.7

100 97.5–101.7
1000 964.7–1015
2000 1944–2024

ethanol 10 8.4–8.9
50 45.6–55.5

100 93.7–107.2
1000 982.2–1072.4
2000 1992.0–2152.7

ethyl ethyl ketone 10 8.7–12.4
50 48.9–51.7

100 98.01–101.3
1000 974.2–1014
2000 1955–2027

oluene 10 9.3–10.9
50 49.1–51.0

100 98.7–101.0
1000 982.1–999.7
2000 1956–2009
−4.65 to 4.95 5.0× 10−2

−1.18 to 2.45 2.9× 10−5

−0.32 to 2.07 2.9× 10−5

4.05 to 18.01 82.8
−7.40 to 6.63 1.7
−4.76 to 4.38 3.0× 10−2

−2.90 to 3.09 2.9× 10−5

−3.42 to 3.81 1.2× 10−3

−20.13 to 40.93 75.0
−3.69 to 6.13 0.22
−1.69 to 2.45 2.9× 10−5
−3.38 to 4.78 2.0× 10−2

−2.35 to 4.76 5.8× 10−3

−7.95 to 56.53 98.5
−3.44 to 5.38 6.4× 10−2

−2.47 to 1.72 2.9× 10−5

−3.53 to 1.46 2.9× 10−5

−2.8 to 1.21 2.9× 10−5

−15.78 to−10.90 100.0
−8.89 to 8.92 4.8
−6.31 to 7.20 1.5
−1.78 to 7.24 0.7
−0.40 to 7.64 0.8

−13.35 to 23.54 45.2
−2.21 to 3.39 2.9× 10−5

−1.95 to 1.25 2.9× 10−5

−2.58 to 1.40 2.9× 10−5

−2.23 to 1.35 2.9× 10−5

−7.5 to 8.5 3.3
−1.8 to 2.0 2.9× 10−5

−1.3 to 1.0 2.9× 10−5

−1.8 to 0.0 2.9× 10−5

−2.2 to 0.5 2.9× 10−5
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except for ethanol, isopropanol and MEK at the lowest con-
centration level. The results illustrate the good precision of
the proposed method for all considered compounds, espe-
cially if it is remembered that two different operators were
involved in the realization of the validation.

3.8. Accuracy

Accuracy expresses the closeness of agreement between
the calculated value and the accepted reference value, namely
the conventionally true value[15]. The accuracy takes into
account the total error, i.e. systematic and random errors,
related to the test result. It is assessed from the accuracy
profile illustrated inFig. 3. Fig. 3a and b illustrate the
accuracy profiles of benzene and ethanol, respectively. They
show clearly that the method of determination of benzene is
accurate over the whole concentration range while the deter-
mination of ethanol is only accurate between 0.05 and 2.0%
(50 and 2000�l/100 ml). The upper and lower�-expectation
tolerance limits expressed in�l/100 ml presented inTable 3
as a function of the introduced concentrations demonstrate
that the method is accurate for all solvents tested within the
range from 0.05 to 2.0% (v/v) since the limits of tolerance
of the errors (relative�-expectation tolerance limits) do
not exceed the acceptance limits (±10%). However, at the
lowest concentration level (0.01% (v/v) or 10�l/100 ml), the
a tive.
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Table 4
Linearity

Compound Slope Intercept R2

Acetone 1.012 −1.362 0.9999
Benzene 0.992 0.269 1.0000
Chloroform 1.008 −0.257 1.0000
Dichloromethane 1.002 0.019 0.9998
Ethanol 1.011 −0.5718 0.9998
Isopropanol 0.991 0.9467 0.9999
Methanol 1.036 −3.218 0.9998
Methyl ethyl ketone 0.995 0.205 0.9999
Toluene 0.991 0.402 1.0000

of linearity is presented inFig. 4, using benzene as an
example. It shows clearly the linear relation between the
back-calculated concentration and the actual concentration of
benzene. The dashed limits correspond to the accuracy profile
while the dotted line corresponds to the acceptance limits,
set at 10% in the present example. This graph also illustrates
the accuracy of the method, expressed in the concentration
unit.

3.10. Detection and quantitation limits

The limit of detection is defined as the lowest amount of
the considered substance that can be detected, but necessarily
quantified as an accurate value[15]. The limits of detection
of the considered compounds in the present study were esti-
mated using the mean intercept of the calibration model and
the residual variance of the regression. The limit of quanti-
tation of an analytical procedure is defined as the smallest
quantity of the considered substance in the sample that can
be quantitatively determined under the experimental condi-
tions with well defined accuracy[15], i.e. taking into account
the systematic and random errors[22,23]. This definition can
also be applied to the upper limit of quantitation, which is
therefore the highest concentration or quantity that can be
determined with a well-defined accuracy. The limits of quan-
titation can therefore be obtained by calculating the smallest
a imits
o ance
l id-
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ccuracy of the method is clearly not suited to its objec
ndeed, at this concentration level, except for toluene
enzene, the calculated�-expectation tolerance limits a
learly outside the desired limits.Table 3also indicates th
isk of having measurements falling outside of the accept
imits (10%) and it is very important to note that the risk
iving a concentration value with an error higher than 1
t the lowest concentration level for acetone, chlorofo
ichloromethane, ethanol, MEK, isopropanol and meth

s very high, and even sometimes equal to 100%.
etermination of chloroform at a 0.05% (v/v) level is a
borderline case since the calculated relative�-expectation

olerance limits are very close to the 10% acceptance
he risk of giving a result with an error higher than 10%
valuated to be 12% that is slightly higher than the accep

imit.

.9. Linearity

The ability for an analytical method to give resu
irectly proportional to the concentrations (amounts
nalyte in the sample within a definite concentration ra

s called linearity[15]. This criterion has to be applied on
o results (concentrations or amounts), not to response
hromatographic signals). A regression line was there
tted between the back-calculated concentrations v
he introduced concentrations applying the linear regre
odel based on the least squares method. This regre

ine was calculated for the different considered solvents
he equations are presented inTable 4. A graphic illustration
nd highest concentration beyond which the accuracy l
r �-expectation tolerance limits go outside the accept

imits. Limits of detection and quantitation for the cons
red compounds are mentioned inTable 5. The concentratio

able 5
imits of detection and quantitation

ompound LOD
(�l/100 ml)

Lower LOQ
(�l/100 ml)

Upper LOQ
(�l/100 ml)

cetone 3.039 30.77 2000
enzene 2.014 10.00 2000
hloroform 5.55 64.50 2000
ichloromethane 3.826 38.15 2000
thanol 2.783 45.55 2000

sopropanol 2.158 46.39 2000
ethanol 4.303 43.57 2000
ethyl ethyl ketone 1.248 36.87 2000

oluene 0.981 10.00 2000
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Fig. 4. Linear profile of benzene. The dashed limits correspond to the accuracy profile, i.e. the�-expectation tolerance limits expressed in the concentration
unit (�l/100 ml). The dotted curves represent the acceptance limits at 10% expressed in the same concentration unit.

range for which the method is validated is comprised between
the lower and the upper limits of quantitation.

3.11. Routine analysis

The GC method was used to analyze different batches of
methanol, dichloromethane, acetone and toluene before their
utilization in different synthesis of APIs under GMP rules.
All batches analyzed were declared to be conformed to the
in-house specifications (not less than 99.5%) of purity. The
impurities assayed in the four solvents tested were all lower
than 0.1% in all batches tested.

4. Conclusions

A sensitive, accurate and precise GC analytical method
was developed for the determination of different impurities in
methanol, acetone, toluene and dichloromethane. The qual-
ity control of these four solvents can be performed with the
same method that allows the simultaneous determination of
very low concentrations of acetone, benzene, chloroform,
dichloromethane, ethanol, isopropanol, methanol, MEK and
toluene.

The method was validated using a new approach based
on the accuracy profile determination described in previous
s rther
i was
s nol,
t
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